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Abstract.

Generating a truly photo-realistic 3D real-time view capability in an
ergonomic and cost effective manner is a crucial engineering
challenge. In this paper, the advanced integral imaging methodology
is proposed that is based on microlens arrays to generate 3D
Holoscopic images by the intersection ray bundle that defines each
image point in the associated scene at the correct spatial place. The
core idea of the novel algorithm reported in this paper is to
accelerate the computer generation of photo-realistic still 3D
Holoscopic images based on multiprocessor ray-traced system.
Consequently a significantly reduce in running time is successfully
completed. Multiple subjective and objective images quality
assessments are addressed and as a result there was not any
observable distortion in images quality. The results obtained are
very satisfactory and for the first time that the new hybrid algorithm
has achieved the saving in terms of execution rendering time
approximately (60 % - 78 %) that a near to real-time computer
generation of 3D Holoscopic images.

Keywords: Real-time Computer Generation content of 3D
Holoscopic Images, Interpolation 3D integral images, Computer
Graphics, Spatial Coherence, Ray Tracing, 3DTV.
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1. Introduction

The new developed algorithm proposed in this paper is taken
advantages of the lens view algorithm re-projection between
cylindrical lenses micro-images and interpolation algorithms are
combined in one complete developed software in order to speeding
up the production of a single 3D Holoscopic image frame are
adapted here. Temporal coherence between sequences of frames is
used and the missed information is produced by allocating two point
arrays. The first point array is to store the pointimage of the prior to
frame and the second point array is to register the pointimage of the
follow frame. Calculate the average of pointimage color elements
(R, G, B) of the odd pointimage arrays, to produce an associated new
pointimage colors of the even frames are registered on the new
projection plane. This process is illustrated in Figure 1. The
advantage of a new algorithm introduced is to adopt an integral ray
tracing based on Parallel Ray-Traced System "Adopted Tachyon"
as renderer [1-11], lens view algorithm to take an advantage of
information exist and reuse it to generate a new micro-image and
interpolation technique to overcome the missed information
between microimages[12].The new technique is wused a
multiprocessors ray tracing system as render although the ray
tracing is an exhausted time in terms of rendering execution time
but the image generated is realistic. Therefore the viewed 3D still
image displays reality because of the ‘solidity’ of the objects in the
scene. The 3D integral images is also refers to 3D Holoscopic
images used Microlens Array type. The 3D Holoscopic imaging lens
view algorithm re-projection between cylindrical lenses and
interpolation algorithm are adapted in order to increase the
rendering time of generation of 3D Holoscopic image frames as
well. This allows reuse of results obtained for one micro-image to
computer generate the neighboring micro-image and hence avoiding
ray tracing all the pixels and interpolated the missed pixels taking
the advantage of the spatial coherence between micro images.The
Peak-Signal-to-Noise-Ratio quality measurements are used to

3 Copyright © ISTJ Ak sine qolall (3 s
Ayl g o shell 40 sal) dlaall



International Science and Volume 34 ) Ryl p glll A0 g

Imtrwaational beimrs mad Taviasiags demraal

kﬁgtﬁﬁlﬁ:m\ Part 1 Al I S TIJ %

April 2024 i

£2024/3/27:¢0 05 dhsall o Wdd aly  a2024/ 2 /2558 M 4B s a3

ensure that there is not any visible distortion of the new generated

Check if first frame
Generate theinitial frame of the sequences using fully ray tracing
algorithm.

Check if even frame

Reproject the pixels from the previous frame onto new frame.

Figure 1. Pseudo-code of enhanced 3D integral imaging ray

2. Integral Imaging Ray Tracing

This paper gives an introduction to ray tracing, including a brief
explanation of the global illumination problem, and the various
accelerating techniques are used to reduce the computational cost in
ray tracing. Ray-traced is a light simulation and is one of the
estimated solutions to the global illumination matter. The proposed
global lighting problems are a lights transport problems. Photon is
emitted by light sources is transports that means of reflection and
refraction photons in 3D dimension world. The foundational
transports equations used to explain the global illuminating matter
is called the rendering equation. Because of the human eye is
sensitive to radiance values. They are calculated over a very specific
area and a solid angle. All equations that described the transport of
radiance are repeated again integral equation with a fixed
integrations domains.Ray tracing is simulated light rays, that
reflecting from objects seen by the microlens in an opposite manner.
It is traced initial rays from the observer’s eye to the objects in the
scene. This simply procedure determines the color and the intensity
of a point at the closest intersection of a initial ray with an object.
Ray tracing is performed visible surface determination completely
separate for each pixel in the rendered image. First image is
projected textures and second is procedural texturing. The earlier is
used wherever it is more suitable to simulate the surface appearance
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of an object by coloring it according to an image rather than by use
mathematical calculations. All the explained quality of ray traced
migrates to 3DHoloscopic image and can make a massive impact to
practical concern in computer graphics software to facilitate 3D
Holoscopic image monitors. This will increase the observation of
the photo-realism for the viewer. The computer generation of 3D
Holoscopic image using ray tracing system was reviewed with an
explanation of its optical camera system model [12]. The technique
of computer generation 3D Holoscopic image is replayed use a LCD
by overlay it with a cylindrical sheet. This technique also allows all
computer graphics concepts and tools to gain from the 3D with the
use of a low-cost cylindrical sheet [13-19].

3. 3D Holoscopic Image Interpolation Algorithm

The core idea of the proposed algorithm introduces a unique
approach by ray traced renderer and interpolating technique to allow
avoiding ray traced of the missed pixels to generate newly fresher
missed information associated with their color by creating two point
arrays. In this method the microimages are divided into odd ones
and even ones microimages. The odd-one microimages defines the
microimages occupation the odd position in still image i.e. first,
third, fifth, seventh and so on till the rest of the micro-images.
Whereas the even microimages defines the microimages occupation
the even positions in the still image i.e. second, fourth,..., eighth till
the rest of the micro-images. The odd microimages are created by
use the 3D Holoscopic image lens view technique, containing full
ray traced the missed 3dpixels. The even microimages are created
as well by use the 3D Holoscopic image lens view technique,
excluding the missed pixels are generated through interpolating of
the information from neighboring odd microimages. To create one
even microimage, two point arrays are allocated to hold the point
image from the neighboring odd microimages. The color elements
(R, G, B) of the missed pixels in even microimages are gained by
simply calculate and find out the average of point image color
elements (R, G, B) of the point image arrays corresponding the
neighboring odd microimages. The related to the produced new
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point image colors are registered on the point image array as shown
in Figure 2 , Figure3, Figure 4 and Figure 5.

col.r = ((npl.r + np2.r)/2);
col.g = ((npl.g + np2.9)/2);
col.b = ((npl.b + np2.b)/2);

image [address ] = col.r;
image[address + 1] = col.g;
image [address + 2] = col.b;

flt runtime; timerstart(); /*start ray tracing timer

Figure 2. Piece of code of interpolation 3D integral imaging ray tracer.

START

| Open camera file |

¥

| Read camera parameters |

If first frame

Yes T

Render the scene-using ray-tracing algorithm

If not end of No

camera file

Yes

Read new camera parameters

\d

reproject image points onto
image pixels

ray trace the 3D missing information using l"‘?l‘Po.lﬂte. the 3D m.issing inttmvmmion
the integral ray tracing algorithm using interpolation algorithin

) . | ,

Figure 3. Flowchart of proposed interpolation algorithm and lens view algorithm

reproject image points onto image pixels
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(d): Small-balls Scene.

Figure 4. (a-d). Regions are not filled in prior to still image, is colored black (a)
Room scene (b) Primitive scene (c) room scene different view (d) small-balls
scene.
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Figure 5. (a-e). Enlarged views of particular areas of (a) room scene (b) small-
balls scene (c) teapot scene (d) primitive scene (e) tree scene.

An practical results of the missed information is illustrated in Fig.
6. After interpolating the missing pixels, the newly fresh by created
points are saved in the point image. The associated colours are
registered on the pixel image and their flags are equal to ‘0’. As
shown in Figure 6, Figure 7.

Interpolate missed pixels.
Their flages are set to ‘0°.

Frame 2
View 2
Figure 6. Interpolated missed pixels.
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(a): Room Scene.

(c): Room Scene.
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(d):Small-balls Scene.
Figure 7. (a-d). Practical results overcoming the missed pixels seen fig. 5: (a)
room scene (b) primitive scene (c) room scene with different view, and (d)
small-balls scene.

Completely, similar procedure is then repeated again, by use the
image points of the prior and next still images to create the newly
refresh still image The odd 3D integral imaging frames are produced
by re-projecting the image points on pixel image and the missing
pixels are obtained by using interpolation. The even 3D integral
imaging frames are produced by re-projecting the image points on
the pixel image and the missing pixels are generated by using the
integral ray traced algorithm again.

4. Experiments and results

Measure the Quality of 3D Holoscopic image to assess the quantity
of image distortion among cylindrical lenses are developed. This
formula is used to compare the equality in terms of distortion of two
images is to calculate the peak signal to noise ratio (PSNR) as
illustrated in Figure 8. The first 3D still image f (i, j) is produced
by using the full integral ray traced renderer, and the subsequent 3D
still image g(i, j) is gained by using 3D Holoscopic image lens view
and 3dinterpolation formula that are already explained. The results
obtained are illustrated in Table 1. Figur 9, Figure 10, Figurell. are
shown enhancing 3D integral images that are gained using hybrid
algorithm combining 3D integral images lens view and interpolation
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PSNR, = 35.5185 dBs

The practical results illustrated in Table 2 shows the significantly
decreasing in terms of rendering running time that have been
accomplished as comparing the use the full integral ray traced
method when integral imaging lens view and integral interpolation
algorithms are used.

% mx,nx are the size of the image (frame)

% ori is the original frame or image

% cons is the reconstructed frame or image

% RMSE is the root to mean square error

% PSNR is the peak signal to noise ratio
[mx,nx]=size(ori);
RMSE=sqrt((1/(mx*nx))*(sum(sum((double(cons)
double(ori)).”2))));

PSNR=20*10og10(255/RMSE);

Figure 8. Piece of code of to measure the image quality MatLap s/w.

Table 1: Measurement of Quality of 3D integral images animation of teapot
scene.

Scenes RMSE RMSE RMSE RMSE | PSNR(dB)
Teapot Red Green Blue | Average

Frame 99| 22.8447| 18.9667| 19.5755| 20.4630 35.0211
Frame 100 | 27-2763| 22.2156| 21.9914| 23.82776 34.3600
Frame 101 | 23-3528| 19.4864| 19.8478 | 20.8956 34.9303
Frame 102 | 27-6892| 22.8421| 22.5198 | 24.35036 34.2657
Frame 103 | 24.1023| 20.0936| 20.1222 | 21.43936 34.8187
Frame 104 | 28.2723| 23.3329| 22.6439| 24.7497 34.1951
Frame 105 | 24.3423| 20.4135| 20.2650| 21.6736 34.7715
Frame 106 | 28.7464 | 24.0092| 23.2379| 25.3311 34.0943
Frame 107 | 24.7025| 20.8879| 20.6101| 22.0668 34.6934
Frame 108 | 29.1157| 24.5675| 23.6282| 25.7705 34.0196
Frame 109 | 25.4550| 21.8205| 21.4098| 22.8951 34.5334
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Table 2: Rendering computations times of the frames using different algorithms.

Number of Total | Total rendering Total for Total saved Total saved
frames rendering | time of frames | rendering time times using | times using 3D
time of | using integral of frames integral lens integral
frames using lens view using 3D view interpolation
Scene full integral algorithms integral algorithms algorithms
ray traced (in (in sec) interpolation | (in sec) & (%) (in sec)

sec) algorithms & (%)

(in sec)

796 sec 1316 sec
Teapot 612 1836 1040 520 (43 %) (72 %)
571 sec 772 sec
Room 634 1268 697 496 (45 %) (61 %)
Small- 463 sec 653 sec
balls 421 842 379 189 (55 %) (78 %)
Primiti 359 sec 691 sec
ves 512 1024 665 333 (35 %) (68 %)
3815sec 5345 sec
Tree 612 9017 5202 3672 (42 %) (59 %)
612 490 sec 1836 sec
Gears 3060 2570 1224 (16 %) (60 %)

From Table 2, clearly noticed that a significantly decreasing in
computations time is gained by use the new integral lens view
algorithm. A (16% - 55%) reduction in rendering time for different
tested scenes is succeeded by using the lens view procedure when
compares to full ray traced, depending on the complexity of the
scene. This makes the production of a sequence of 3D Holoscoic
imaging frames three times faster than its original running speed
before implementing the integral lens view algorithm. The proposed
hybrid algorithm saving up to 3815 seconds (42 %) of computation
time of Tree scene. It can clearly be noticed that more significantly
decreasing in running time is accomplished by the use of 3D integral
interpolation algorithm. Savings up to (59 % - 78 %) as compares to
the ray traced time of different scenes is achieved by the use the
interpolation process. The method adopted saving up to 5345 second
(59 %) of the Tree scene rendering time.
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(a): Teapot scene frame 0. (b): Teapot scene frame 99. (c): Teapot scene frame 188.

M o

I -
(d): Teapot scene frame 345.  (€): Teapot scene frame 402.  (f): Teapot scene frame 553.

(9): Teapot scene frame 600. (h): Teapot scene frame 620. (i): Teapot scene frame 650.

Figure 9. (a-i): Interpolated& Lens view frames of teapot scene.

ET!H,J\JI, G,

! }u oy ‘ N :  I | “”“
“‘““”"lmg‘ 1' " Iy 3 il HIWUU

(a): Primitives scene frame 1. (b): Primitives scene frame 49.  (c): Primitives scene frame 99.
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(d): Primitives scene frame 189. (e): Primitives scene frame 245. (f): Primitives scene frame 399.

Figure 10 (a-f). Interpolated & lens view frames of primitives scene.

(a): Tree scene frame 1. (b): Tree scene frame 99.  (c): Tree scene frame 199.

il

(d): Tree scene frame 299. (e): Tree scene frame 394. (): Tree scene frame 594.

Figure 11(a-f): Interpolated & lens view frames of tree scene.

5. Conclusion
Generate truly 3D Holoscopic image in real-time platform is an

engineering challenging. This paper addressed algorithm that near
to reach the target. The 3D Holoscopic image lens view between
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cylindrical lenses algorithm and interpolation algorithm are adapted
to more accelerate the generation of 3D Holoscopic image frames.
Consequently a significantly decreasing in running time is achieved.
The two subjective and objective images quality calculation are
described and it is found out that the significantly reduction in
rendering time is achieved without any visible distortion
degradation in still image.
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